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QOS IN IP AND WIRELESS NETWORKS

INTRODUCTION

Next-generation mobile networks will support
heterogeneous radio access and will offer seam-
less services between different wireless access
technologies. For different scenarios and appli-
cations, various radio access systems will comple-
ment each other. For instance, wireless LANs
will offer high-speed data services with restricted
mobility support for hot spots, while some cellu-
lar networks can provide real-time services. To
support heterogeneous networks, mobile net-
works are moving toward “all-IP” networks,
based on Internet protocols.

In this article we present an end-to-end quali-
ty of service (QoS) architecture that enables
QoS for seamless services over different wireless
access networks. In heterogeneous, overlapping
networks, a handover to a more suitable access
point offering more capabilities may be needed
to enable additional services. For instance, when
passing by a wireless hot spot, one can perform a
handover to this access point for a short period
of time to facilitate some demanding service,
such as download of bulk data or video confer-
encing. However, in many cases the availability
of resources at the potential access point is not
known before handover is performed. For QoS,
this means that the resources at the new access

point should be allocated before attaching to the
new network. This is often called anticipated or
planned handover. This kind of handover mainly
offers two advantages. First, it reduces handover
latency, because most signaling to set up
resources in the new path is carried out in
advance. Second, it avoids unsuccessful hand-
overs or unnecessary periods of QoS degrada-
tion, because handovers should only be
performed if the resources are actually available.

Our QoS signaling architecture integrates
resource management with mobility and location
management. Mobility management protocols like
Mobile IP [1] ensure that a mobile device is
reachable by a home address, although the local
IP address may change during handover. Further
micromobility protocols [2] aim to reduce hand-
over disruptions by handling handover signaling
and packet forwarding locally if possible.

Our QoS signaling protocol supports a variety
of handover types. In addition to anticipated
handover, the main ones are hard handover,
where the attachment to the new network takes
place after leaving the old one, and soft handover,
where the mobile node is attached to two net-
works at the same time. Note that soft handover
is only suitable if the node has two radio inter-
faces, or the radio mode, such as wideband code-
division multiple access (WCDMA), supports
this on the link layer. While most other
approaches consider the handover cases individ-
ually, our new integrated handover model allows
switching dynamically between these cases dur-
ing a handover process.

In addition to QoS signaling, resource man-
agement has to take care of admission control,
allotment, and release of requested resources.
To ensure QoS on the data path, there are sev-
eral techniques such as differentiated services [3]
or integrated services [4]. Integrated services is
based on per-flow resource reservation. Differ-
entiated services (DiffServ) is a recent approach
defined by the Internet Engineering Task Force
(IETF). Instead of manipulating per-flow state
at each router in a network, QoS preferences or
guarantees are assigned to traffic aggregates,
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which are composed at the network edges. This
requires the marking of packets in a special field
in the IP header, the DS field. While IntServ
defined Resource Reservation Protocol (RSVP)
[5] as a related end-to-end signaling protocol,
the DiffServ standard lacks a control plane.

Our architecture is based on a resource man-
ager approach, which fulfills the main require-
ments of future mobile networks. First, it is
flexible regarding heterogeneous networks with
different QoS capabilities (e.g., DiffServ,
IntServ) and mobility models. We support pre-
reservation of resources before attaching to the
new network, triggered by either the mobile
node or some network intelligence (e.g., move-
ment prediction). Furthermore, we present an
integrated handover model that can dynamically
change between handover cases, covering new
cases not considered before. A detailed discus-
sion of the different approaches for QoS archi-
tectures, such as centralized vs. decentralized
resource management, is presented in the next
section.

The article is organized as follows. We pre-
sent our mobility-aware QoS signaling architec-
ture based on a resource manager concept and
address architectural issues. We describe the sig-
naling protocol and also discuss several design
issues related to IP networks. We then introduce
and explain the integrated handover model.

A MOBILITY-AWARE
QOS SIGNALING ARCHITECTURE
Before we present our architecture, based on

Mobility-Aware Reservation Signaling Protocol
(MARSP), we discuss requirements and differ-
ent architectural approaches to QoS signaling.

REQUIREMENTS AND
ARCHITECTURAL APPROACHES

The main requirements for a QoS signaling
architecture in future mobile IP-based networks
are:
• Independence of a particular QoS tech-

nique for provisioning of QoS on the data
path (e.g., IntServ and DiffServ)

• Independence of specific radio access tech-
nologies

• Interworking with different mobility con-
cepts, including micromobility [2], for seam-
less handovers

• Support for interdomain handovers, when a
mobile node (MN) changes its point of
attachment to a network that is adminis-
tered by another organization
In the following, we compare the main QoS

approaches for their applicability in IP-based
mobile networks. The many approaches to QoS
in IP networks can be classified along the follow-
ing two criteria.

The first criterion is whether signaling mes-
sages follow in the data path or not, often called
on-path vs. off-path signaling. The RSVP proto-
col [5] is the current Internet standard for on-
path QoS signaling and is used for other
signaling purposes as well. But, as explained
later, RSVP is not very well suited to future

mobile networks. The IETF is currently working
on an on-path general-purpose signaling proto-
col in the NSIS working group, which may also
replace RSVP. An advantage of on-path signal-
ing is that failures affect both the signaling and
data path, and may be handled locally. For off-
path signaling, resource requests are sent to a
dedicated entity, which is then responsible for
admission control and QoS setup along the data
path.

Second, resources can be managed centrally
by one entity (in each network domain) or
decentrally in each router. For local resource
control, each router manages the resources of
the outgoing links.

In the centralized QoS architecture, a domain
resource manager (DRM) (also called a band-
width broker) handles the resources for one
domain. The DRM maintains an up-to-date
image of resources and reservations in its domain
(Fig. 1). The DRM may request resources from
DRMs in adjacent domains in order to provide
end-to-end reservations. The central approach is
flexible with respect to different QoS models
(e.g., IntServ or DiffServ).

Typically, on-path signaling is used with local
resource management, as in IntServ with RSVP.
Central resource management suits off-path sig-
naling, but can also be used with on-path signal-
ing if the central resource manager is contacted
by routers using additional protocols. Many
approaches [6–8], use central resource manage-
ment with off-path signaling together with Diff-
Serv, because a DiffServ control plane may not
require fine-grained resource control for each
flow. Since the central approach has a single
control point, the integration with different
mobility schemes and location management is
more flexible, as discussed below.

In our approach, we use a central DRM for
each domain with off-path inter-DRM signaling.
Our main motivation to use a central approach
is the support for anticipated handover with pre-
reservations, as shown in Fig. 1. With the DRM
approach, a DRM can determine the route and
reserve resources for a new access point within
its domain or by contacting a neighboring DRM.
This is illustrated in Fig. 1, steps 1–3. After an
anticipated handover request (step 1), the old
DRM requests resources in a new domain (step
2). After a successful reservation (steps 3a and

�� Figure 1. QoS signaling for anticipated handover between domains.
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3b), the handover can take place. Note that off-
path signaling is needed to reserve resources in
the new domain. In this way, a handover only
takes place if resources are available. It is impor-
tant that the resource reservation may also be
triggered by some network service, such as a
mobility scheme that uses location prediction to
find the next suitable access point.

We argue that the anticipated handover is
difficult to implement with on-path signaling
such as RSVP. Current RSVP is not mobility-
aware and, for instance, does not support chang-
ing of IP addresses. An overview of current
research on RSVP extensions for mobility can be
found in [9]. The extension of RSVP presented
in [10] uses so-called proxy agents (e.g., in the
access routers) to set up a reservation on behalf
of the mobile node. The proxy agent for a new
prospective access point has to be discovered
and triggered by additional protocols. Potential
access router discovery protocols are currently
being discussed in the seamoby IETF working
group, for example. However, this access router
lookup and triggering from the wireless node
can take considerable overhead and time. The
signaling for discovery and pre-reservation over
the wireless link can be avoided, as only one
request is sent to the local DRM, even for sever-
al access points. Since a DRM takes care of
many reservations, it is also suitable for the
DRM to maintain longer-term signaling sessions
with adjacent DRMs, which decreases reserva-
tion setup latency. If a receiver intends to change
its access routers, it is even more difficult for an
on-path router-based scheme to discover the
involved upstream routers on the new reserva-

tion path within a domain, as discussed later.
Many other approaches for on-path signaling
(e.g., [9, 11]) do not use network-assisted pre-
reservation.

MARSP RESOURCE MANAGER ARCHITECTURE
Our QoS architecture is based on a resource
manager approach (Fig. 2). Access routers (ARs)
provide IP connectivity to an MN within a
domain. An AR can be connected to multiple
access points (APs) that provide link layer con-
nectivity. Each domain has a DRM that controls
all resources at the IP level within this domain.

For resource management, the DRM needs
to maintain an image of the resources available
in its domain and should monitor routing proto-
cols such as Open Shortest Path First (OSPF)
and Border Gateway Protocol (BGP). With
resource and reservation information, it can per-
form admission control for the current data
paths [12]. DRMs must locate the adjacent DRM
along the path for end-to-end signaling mes-
sages. Additionally, a DRM may have to config-
ure routers by using a management interface, for
example, through installation of traffic profiles
for differentiated services by using Simple Net-
work Management Protocol (SNMP), Common
Open Policy Service (COPS), or command line
interfaces.

The architecture decouples resource manage-
ment signaling from mobility management sig-
naling. For instance, if an MN requests resources
along the new path before it finally registers with
the mobility management at the new AR, data
packets traversing the new path will immediately
receive the corresponding QoS after handover.

�� Figure 2. A QoS signaling architecture for autonomous systems.
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QOS SIGNALING INTERFACES AND
MOBILITY MANAGEMENT

Within the mobility-aware QoS signaling archi-
tecture several logical interfaces can be identi-
fied (Fig. 2). Basically, it can be distinguished
between signaling for resource management, for
mobility management, and at the application
level. Direct signaling between the applications
may be required to let applications explicitly
adapt the content of their data flows to the cur-
rent resource availability. The latter may change
due to handover, especially if a change of wire-
less access technology is involved (a so-called
vertical handover). Thus, applications should be
notified via an internal interface of QoS changes
and should signal the sender at the application
level, which can then adapt its sending rate.

In our architecture, two types of signaling
interfaces can be distinguished:
• A interfaces: QoS signaling within a domain
• B interfaces: B1 and B2 between domains

Mobile nodes have to signal their individual
resource requirements to the DRM via interface
A. In order to request and reserve resources along
the path of autonomous systems from the corre-
spondent node (CN) to the mobile node, signaling
messages must be exchanged between adjacent
DRMs over interface B1. Handover preparation
messages can be signaled over interface B2. In
contrast to B1, one of the domains (autonomous
system 2 in Fig. 2) for interface B2 is not located
on the current data path. When signaling an antic-
ipated handover via interface B2, resources are
requested in advance for the new path that is asso-
ciated with the next point of attachment in the
new domain. An example of an anticipated han-
dover between domains is presented later.

In addition to explicit signaling for resource
reservation, location management or other
approaches to seamless mobility can be integrat-
ed into the architecture as well. For instance,
movement prediction can be used by a DRM to
reserve resources in advance without the need to
let the MN request resources explicitly via inter-
face A.

We only make minimal assumptions about
mobility registration in order to achieve solu-
tions for different mobility management mecha-
nisms. Resources may be reserved for the new
path before mobility management switches the
data flow to it or after the MN registered at the
new AR, as detailed in the next section. For
some mobility solutions, additional information
may be needed to determine the actual data
flow. For instance, with mobile IPv6, we assume
route optimization and do not consider traffic
sent over a home agent. Similarly, for some
micromobility solutions the DRM must know the
topology and mobility mechanisms used to deter-
mine the data flow. A classification of the inter-
action between resource and micromobility
management is given in [11] for several existing
approaches.

QOS SIGNALING FOR HANDOVERS
In the following, we discuss handover signaling
and some related problems such as asymmetric
paths for end-to-end signaling. A flexible QoS

signaling protocol has to deal with different
handover types (e.g., hard, soft, anticipated
handover, and variations of these). This section
focuses on QoS signaling for different handovers
for the previously presented architecture. The
particular goal is to analyze different handover
types and find a signaling solution that covers all
potential cases. The result is represented by an
integrated handover state model (presented
later) that is the basis for the specification of
QoS signaling protocols. Particularly, this inte-
grated state model allows one to describe transi-
tions between different handover types. In other
words, if a step of one handover type fails, the
handover can still be finished by using another
handover type. QoS support is improved if an
already initiated handover can be continued
without having to start a completely new signal-
ing sequence.

HANDOVER DISTINCTIONS AND SCENARIOS
Several types of handovers may be considered
for IP-based mobile networks. Our goal is to
design signaling protocols that support multiple
handover types. Not every network or MN will
support all handover variants (e.g., soft hand-
overs). Some nodes have to drop their current
connection before selecting a new AR. Other
nodes are able to scan for new access points
while still connected to the current AR. Differ-
ent handover cases can be distinguished that
have impacts on mobility management and
resource reservations. At first, an MN may per-
form an intradomain handover (current AR and
new AR in the same domain) or an interdomain
handover (new AR located in a different
domain). Several optimizations for intradomain
handovers are available that result in faster sig-
naling procedures because the signaling mes-
sages may stay local within the domain, and
there is no need to perform full re-authentica-
tion.

A further case is vertical handover between
different radio access technologies. It is possible
that the currently allocated resources must be
adapted if a vertical handover is to be per-
formed, because different link layer technolo-
gies offer very different capabilities.
Consequently, this adaptation may require sig-
naling at the application level as well as signal-
ing for resource adaptation along the complete
path between CN and MN, even for intrado-
main handovers.

When considering QoS, the actual handover
decision depends on two main criteria:
• Signal availability: This comprises radio

parameters like signal-to-noise ratio. The
IP layer must be informed by lower layers
about conditions and availability of radio
connections.

• Resource availability: When carrying out a
handover to a new AR, it must be ensured
that the available resources on and to that
AR are sufficient to satisfy the QoS require-
ments of the MN.

Therefore, handover strategies for IP-based
mobile networks should be based on both crite-
ria. However, for some cases of anticipated or
vertical handover, no signal measurements may
be available.
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AN EXAMPLE OF ANTICIPATED HANDOVER

In this section we show an example of the oper-
ation of the protocol to emphasize the require-
ments and assumptions used in our approach.
The example in Fig.  3 shows a message
sequence diagram for anticipated handover in
an interdomain case. The advantage of an
anticipated handover is that resource manage-
ment signaling is performed before attaching
to a new access point. The following example
presents the interaction between DRMs of dif-
ferent domains.

First, the MN detects new access points and
selects its target AR. Subsequently, a request for
changing the MN’s point of attachment from
AR1 to AR2 is issued to the current DRM1
(RChgReq). This DRM must detect that AR2 is
located in a different domain and has to deter-
mine the responsible DRM (a special DNS entry
may be used for this purpose).

A handover request (RExtHoReq) is subse-
quently sent from DRM1 to DRM2 in order to
request resources from the new domain.
Depending on resource availability, DRM2
sends a corresponding response message (REx-
tHoRsp) back to DRM1, which in turn informs
the MN about the result  (RChgRsp).  If
resource allocation has succeeded at DRM2 it
waits for a handover confirmation message
from the MN (RHoCompl). If this message is
not received within a certain time, the pre-
reserved resources are automatically released.
Thus, the MN will connect to the new AR and
is then able to confirm the completion of the
anticipated handover procedure.  DRM2
informs DRM1 that the reserved resources in
the old domain are no longer being used (REx-
tRelReq). DRM1 can then explicitly release
unused resources. Otherwise, the reservation
wil l  t ime out i f  no refresh messages are
received from the MN within a certain time
period.

RECEIVER-INITIATED RESERVATIONS

Another issue regarding local handover opti-
mization are receiver-initiated reservations. In
IP networks, the two paths between two nodes
may not be the same (asymmetric paths). Fur-
thermore, the receiver cannot determine the
path taken by a packet from the sender. Consid-
er now a receiving MN that changes its point of
attachment to a new network domain. In order
to reduce the handover delay, the handover
should be handled as locally as possible. Howev-
er, the receiver does not know the new data path
from the sender. The problem is that there is no
easy way to find out the forwarding path of
packets from the reverse direction. This is caused
by the unidirectional nature of routing; that is,
only the path and next hop towards the destina-
tion of a packet is known, but not the previous
router that forwarded it.

Figure 4 shows that the data forwarding path
may be different than the signaling path in the
reverse (with respect to the data path) direction.

This shows that we have to use end-to-end
signaling if the route changes completely after a
handover. There are cases where optimizations
can be applied if the point where the old and
new reservations cross (crossover point) can be
detected. This can be supported by appropriate
session identifiers and is discussed below. Other
optimizations can be applied if the mobility
management or resource managers can identify
the crossover point.

RSVP’s solution to this fundamental problem
is to install state while a PATH control message
is forwarded, and use this state for finding and
traversing the path from the reverse direction.
However, this requires that the sender sends a
PATH control message first and the reverse for-
warding path state is updated frequently to
detect route changes.

THE SESSION IDENTIFIER AND OWNERSHIP
A session associates some state information (e.g.,
the amount of reserved resources) with a related
data flow. The association between session and
data flow may change over time, especially in
MNs. Thus, the data flow may change its source
or destination addresses while some part of the
reservation state remains unchanged. During an
anticipated handover, a second flow may be tem-
porarily added to the session. An MN must be
able to address a reservation it has established
(i.e., a session) in order to change (especially in
case of a handover) or release the reservation.

There are several options for identifying a
reservation. A globally unique identifier is advan-
tageous in a handover because it is easier to
identify a crossover domain where the old and
new paths meet. A domain can easily identify
whether it had this reservation installed already.
This helps avoid double reservations along an
existing and static reservation subpath. A prob-
lem, though, is guaranteeing the global unique-
ness of the identifier even if collisions for
randomly generated large numbers (e.g., 128 bit)
are relatively unlikely.

Another option is to use a locally unique
identifier, where locally means within a DRM.
This identifier may be shorter than the globally

�� Figure 3. A sequence diagram for interdomain anticipated handover.
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unique identifier, but it is not possible with the
local identifier to identify already existing reser-
vations at other entities. We call this locally
unique identifier a session handle. This session
handle is thus only valid for addressing between
two peers. Initially, when the reservation is
established, the session handles are exchanged.
Subsequently, a peer uses the handle of the
remote peer to address the reservation. This will
be slightly more efficient when searching for the
reservation context, because the locally generat-
ed handle can be used directly as an index for
access. However, only peers that previously knew
the reservation can address and identify them
correctly. Therefore, it is not possible to identify
crossover domains with the session handle alone.

We combine both approaches and use a ses-
sion handle between two peers. A globally
unique session identifier is formed by the 128-bit
IPv6 address of the DRM and its locally generat-
ed session handle that is 32 bit long. The session
handle is used whenever possible, because it is
more efficient. This is especially true for the
communication between an MN and the DRM.
However, if an already existing reservation has
to be found (i.e., for a handover), the globally
unique identifier is used. Therefore, the session
identifier has to be propagated along the com-
plete end-to-end path. By using the IPv6 address
of the DRM as part of the session identifier, it is
possible for other DRMs to identify and contact
the DRM that issued the session handle. This is
especially useful for re-authentication and verify-
ing authorization in case an MN wants to resume
a session from the previously visited domain dur-
ing a hard handover.

A related important issue in this context is
the ownership of the reservation and authoriza-
tion of session control. The identifier of the
reservation has to be bound to credentials and
authentication information that authorizes and

legitimates the user, although as a first viable
approach it may be suggested to bind session
control to the underlying signaling transport
connection. While this would result in only mod-
est security, it is inadequate in a mobile environ-
ment because signaling transport connections
may change more often. Furthermore, a session
should be bound to its users rather than to end
systems or applications. For secure and account-
able service provisioning it is therefore necessary
to create security associations between the
mobile user and a DRM for a session first. Using
anticipated handovers is advantageous in this
case, too, because security associations can be
prepared and established before the actual hand-
over takes place.

INTEGRATED HANDOVER
STATE MODEL

A handover can be described with the integrated
state model presented in Fig. 5. It forms the
basis for the further design of MARSP on the
interface to the MN. The state model is drawn
by using a grid with connection states on the
horizontal axis and reservation states on the ver-
tical axis (see below). By using this grid, any pos-
sible handover type can be described with a path
from the top left (state S) to the bottom right
(state F). The intermediate handover states are
denoted H1–H11. The depicted transitions in the
state model do not cover reject or failure transi-
tions in order to simplify the model. In the fol-
lowing a description of the horizontal and
vertical axes of the diagram is given.

The integrated state model describes the con-
nection states of handover sequences on the hor-
izontal axis. The states comprise connection with
the old AR at layer three (L3O), connection with
the new AR at layer 3 (L3N), and a connection
with both ARs simultaneously (L3O, L3N). More-
over, a separate state where mobility manage-
ment registration was performed (i.e., sending of
binding updates) is introduced (L3N, MMreg) in
order to describe the trigger for the handover of
data packets between the old and new data
paths. In a similar manner the significant states
of resource reservation are described on the ver-
tical axis.

The main benefit of this integrated state
model is that for any change it can be switched
appropriately between handover types while pre-
serving reservations. When the operation of one
handover type fails to complete, the handover
can still be finished by using another handover
type (e.g., with a hard handover instead of an
anticipated handover).

In the following we describe the transitions
for the anticipated handover type in the state
model, which is the preferable method for effi-
cient and fast handovers. By using the anticipat-
ed handover type the resources are already
reserved when the actual handover is performed.
Another advantage of anticipated handover is
that the MN has several target ARs to choose
from as long as the signaling is still carried out
over the old AR. Therefore, it is possible to
include the whole set of potential ARs in the
resource request. This gives the network the pos-

�� Figure 4. Signaling receiver-initiated reserva-
tions.
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sibility to prefer a specific AR for the handover.
The trace for anticipated handover consists of
the following transitions:
• S–H1: The MN scans for available APs or

makes use of potential handover triggers.
• H1–H5: In state H1, the MN may be aware

of several alternative ARs for the hand-
overs and send a resource request (RChg-
Req).

• H5–H6: Depending on the available
resources, the DRM answers with a reply
containing the identification of the best AR
fulfilling the requirements. This reply
already denotes successful resource reserva-
tion for the new path.

• H6–H7: Now the MN disconnects from the
old AR, connects to the new AR on layers
2 and 3 (in case the MN supports simulta-
neous layer three connections: H6–H10).

• H7–F: The MN sends a message about com-
pletion of handover to the network (RHo-
Compl). This message is needed in
anticipated handover to show that the MN
really connects to the AR where it has pre-

viously reserved resources. Furthermore,
the RHoCompl message may trigger the
release of unused resources in the network
after handover. In addition to resource
management, the MN triggers a mobility
management registration (MMReg) in this
step.
An advantage of the integrated handover

model is that it also shows combinations of the
previously mentioned handover types. For exam-
ple, when connectivity is unexpectedly lost to the
old AR during an anticipated handover (state
H5), it is still possible to finish the handover as a
hard handover without need for retransmission
of the resource request.

CONCLUSIONS
We have discussed several approaches and
design issues for QoS in mobile IP-based net-
works. Based on a comparison of centralized vs.
decentralized approaches, we have developed
our DRM-based QoS architecture with a focus
on anticipated handover. To support different

�� Figure 5. The integrated handover model.
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handover cases, a novel integrated model was
developed to describe the different cases in a
unified model. This permits switching between
these handover cases dynamically during hand-
over. The designed QoS signaling protocol sup-
ports all these handover cases, including
anticipated handover as well as transitions
between different handover types. We have
addressed intrinsic problems of reservations in
IP-based networks such as receiver-initiated
reservations and session ownership. Currently, a
prototype implementation of the proposed QoS
signaling protocol is under evaluation in our
testbed. More details of our approach can be
found in [13, 14].
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